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Abstract
In the context of convection-di�usion equation, we consider the use of openboundary conditions (also called radiation boundary conditons) in Block Gauss-Seidel algorithms. Theoretical results and numerical tests show that the convergenceis thus accelerated.

1 INTRODUCTION
The discretization of convection-di�usion equation leads to non symmetric systems of
equations. When the di�usion is large, algorithms designed for symmetric operators may
be used. For instance, Conjugate Gradient or multigrid methods are e�cient. However,
when the convection is dominant (small di�usion) these methods are less e�cient and
there are less theoretical results. We are interested here in block Gauss-Seidel iterative
methods. In [6], the solving of Navier-Stokes equations is performed by a block Gauss-
Seidel iterative method. In [10], ow directed Gauss-Seidel iterative methods for the
convection-di�usion equation are analyzed. The e�ect of overlapping is considered.
These methods may be viewed as the discretization of a domain decomposition method
de�ned at the continuous level. Let us exemplify this. We consider the one-dimensional
convection-di�usion model problem:

a@u@x � � @2u@x2 = f; 0 < x < 1 (1)
u(0) = u0; u(1) = 0 (2)
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where a is the velocity (a > 0), � is the viscosity, f and u0 are given data. Problem (1)
is discretized by the standard upwind scheme:

aui � ui�1
�x � � ui+1 � 2ui + ui�1

�x2 = f(i�x); 2 � i � NX � 1
u1 = u0 and uNX = 0

where �x = 1NX�1 and ui is an approximation of u(i�x). In order to write the Block
Gauss-Seidel iterative method (cf. [10]), we introduce the overlapping covering B1, B2of the set of indices f1; . . . ; NXg de�ned by B1 = f1; . . . ; N1g and B2 = fN2; . . . ; NXg
where N1 and N2 are some integers satisfying N2 < N1. We now seek solutions Un;m =
fun;mi g de�ned on Bm for m = 1 or 2 as follows:

aun;mi � un;mi�1�x � � un;mi+1 � 2un;mi + un;mi�1�x2 = f(i�x); i 2 Bintm (3)
un;1N1 = un�1;2N1 ; un;2N2 = un;1N2

where Bint1 = f2; . . . ; N1 � 1g and Bint2 = fN2 + 1; . . . ; NXg. Let L1 = (N1 � 1)�x,
l2 = (N2 � 1)�x, 
1 = [0; L1] and 
2 = [l2; 1]. Algorithm (3) may be viewed as a
discretization of the following iterative continuous domain decomposition method:

a@un;m@x � � @2un;m@x2 = f in 
m; m = 1; 2 (4)
un;1(L1) = un�1;2(L1); un;2(l2) = un;1(l2)

It is clear from the continuous algorithm that other boundary conditions than Dirichlet
boundary conditions may be used at L1 and l2.In this paper, we analyze the use of open boundary conditions (OBC) (also called
absorbing boundary conditions, arti�cial boundary conditions, radiation boundary con-
ditions, see e.g. [4], [5], [8]) at the boundaries of the subdomains. Open boundary
conditions are used when some physical phenomena take place in unbounded domains.
For numerical computations, it is necessary to bound the domain by an arti�cial bound-
ary. The issue is then to design a boundary condition at this boundary such that the
solution in the bounded domain is as close as possible to the solution of the problem set
in the unbounded domain. Here, this notion is used in order to solve linear equations
(see also [7], [1]).

We want to solve the model problem
L(u) = u

�t + a(x; y) @u@x + b(x; y) @u@y � ��u = F + u(t��t)
�t = f (5)

on a vertical strip ]0; L[�R. This equation arises from an implicit discretization in time
of a time-dependent convection-di�usion problem and has to be solved at each time
step.
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The paper is organized as follows: in x 2, we compare di�erent transmission condi-
tions in the 1-D case where all computations are analytic. In section 3.1, by using the
notion of Open Boundary Conditions (OBC), we are able to generalize this situation
of superconvergence to the 2-D case. Unfortunately, the OBC are non local and are
thus di�cult to use. This is the reason why, in section 3.2, they are approximated by
local operators. This leads to a modi�ed method which has the advantage compared
to the previous one to involve only local operators. The superconvergence is then lost
and in x 4, we prove some convergence results. In x 5 the numerical implementation is
discussed and numerical results are shown. We also compare with the use of standard
boundary conditions. In x 6 we conclude.

2 1-D CASE
We consider the following steady-state convection-di�usion equation on a segment of
line :

L(u) = a@u@x � � @2u@x2 = f on ]0; L[ (6)
u(0) = u(L) = 0; a = Ct > 0 (7)

Let L1; l2 be such that 0 < l2 � L1 < L. We consider the following algorithm to solve
(6):

L(un+11 ) = f; 8x 2]0; L1[; un+11 (0) = 0; B+(un+11 )(L1) = B+(un2 )(L1) (8)
then, L(un+12 ) = f; 8x 2]l2; L[; un+12 (L) = 0; B�(un+12 )(l2) = B�(un+11 )(l2) (9)

where B+; B� are two operators to be chosen. We analyse the convergence for di�erent
transmission conditions B+ and B�. We shall take Dirichlet and/or Neumann boundary
conditions and also B� = @x � a�B+ = @x (10)
which corresponds to exact Open Boundary Conditions (OBC, see next x) for the
convection-di�usion operator L. In order to examine the convergence, we introduce the
auxilliary unknowns en1 = un1 � u; en2 = un2 � u (u is the exact solution of (6)-(7)). Due
to the fact that a = Ct, we easily �nd the general solution of L(en+11 ) = 0; en+11 (0) = 0
and L(en+12 ) = 0; en+12 (L) = 0 :

en+11 = rn+11 (e a� x � 1); en+12 = rn+12 (e a� (x�L) � 1)
The coe�cients rn1 ; rn2 are obtained by application of the boundary conditionsB+(en+11 ) =
B+(en2 ), B�(en+12 ) = B�(en+11 ).
The convergence rate � is de�ned as :

� = rn+12rn2
The following table gives the values of � for di�erents choice of operators B+; B�.
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Boundary conditions �
B+u = B�u = u � e� a� (L1�l2)

B+u = @u
@x; B�u = u e� a�L � �(l2)

B+u = @u
@x , B�u = @u

@x �
a
� u e� a�L

Table 1 - convergence rate vs. transmission conditions
where �(l2) = e a� l2�1e a� (l2�L)�1 ! �1; as l2 ! L. The use of Dirichlet boundary conditions
lead to a convergence rate which depends on the thickness of the overlapping zone.
The second choice of boundary conditions corresponds to the use of Dirichlet boundary
condition at inow and of "characteristic" BC at outow. The position of l2 is then
crucial to obtain a stable scheme. If l2 is close to L, the domain decomposition method
does not converge. The last boundary conditions yield a convergence rate which is
exponentially small with respect to the size of the segment of line and is independent of
l2 and L1. This motivates, in the 1-D case, the use of OBC as transmission conditions.
In the next section, we extend the last algorithm the two-dimensional case.

3 Extension to the 2-D case
We precise the notion of OBC since it will be used in the sequel.
3.1 Open Boundary Conditions
We follow the strategy explained in [4], [5] or [8]. We want to solve L(u) = f on the
plane R2 with f compactly supported in the left half plane R2�. Suppose we want to
bound the domain in the direction of positive x by introducing an arti�cial boundary at
x = 0. The cut domain is now R2� which contains the support of f . To close the BVP
set on R2� we have to add a boundary condition on the arti�cial boundary. A boundary
condition such that the solution obtained in the cut domain, R2�, is the restriction of
the solution of equation (5) set in the whole plane will be referred to as an exact OBC.
We shall see below how it can be designed. This exact OBC is non local in space and is
usually approximated for convenience. Such approximations will be referred to as OBC.
To design the exact OBC, consider the Dirichlet to Neumann operator of the right half
plane:

�� : g �! @u
@x(0; :)

where u solves
L(u) = 0 for x > 0
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u = g at x = 0
u bounded at 1

The boundary condition
(@x � ��)(v) = 0 (11)

is an exact boundary condition. Indeed, the solution u of (5) in the whole plane satis�es
(11) since f has compact support in the left half plane. Since (11) leads to a well-posed
BVP, (11) is an exact OBC. The coe�cients of the operator L are constant. The Fourier
symbol of �� may be written explicitly by performing a Fourier transform of (5) w.r.t
y. The dual variable of y is denoted by k and the Fourier transform of u by û. We
obtain: dL(u) = ( 1�t + a @

@x � i b k � � @2@x2 + �k2)(û) = 0; for x � 0
For a �xed k, this equation is an ODE in x whose general solution is

û(x; k) = �(k) e��(k)x + �(k) e�+(k)x
where

�+(k) = a+qa2 + 4��t � 4i�bk + 4k2�2
2� ; Re(�+) > 0

��(k) = a�qa2 + 4��t � 4i�bk + 4k2�2
2� ; Re(��) < 0

(12)

We want u to be bounded at in�nity, hence � is zero. Taking into account the Dirichlet
boundary condition, we have

û(x; k) = ĝ(k) e��(k)x
Thus, @û

@x = ��(k) ĝ e��(k)x = ��(k)û(x; k) (13)
In particular, @û@x(0; k) = ��(k) ĝ and �� has for symbol ��. In fact from (13) we see
that

(@x � ��)(u) = 0 for any x � 0 and y 2 R (14)
This relation will be very useful in the sequel
We have considered the case of the right half plane. It is of course natural to consider
the similar problem in the left half plane. We introduce the Dirichlet to Neumann
operator of the left half plane:

�+ : g �! @u
@x(0; :)

where u solves
L(u) = 0 for x < 0
u = g at x = 0
u bounded at 1
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The boundary condition
(@x � �+)(v) = 0 (15)

is an exact boundary condition if f has a support in R2+ and the symbol of �+ is �+.
We also have the important relation satis�ed by u

(@x � �+)(u) = 0 for any x � 0 and y 2 R (16)
In the next section, we write superconvergent methods using the exact OBC.

3.2 Superconvergent methods in 2-D
We want to solve

L(u) = f in 
 =]0; L[�R
B(u) = g+ at x = 0

(@x � ��)(u) = g� at x = L
where B is a linear operator. To write the method, we decompose �
 as the union of N
vertical strips �
i where 
i =]li; Li[�R (i = 1; . . . ; N) with possible overlap of size �.
Similarly to 1-D case, we write the following algorithm:

Let uni be an estimate of the solution in domain i, un+1i is computed by a double
sweep over the domains. We �rst compute un+1=2i by solving successively, beginning by
domain N and ending at domain 1, the following problems:
right to left sweep

L(un+1=2i ) = f in domain i
at x = li; (i 6= 1) C(un+1=2i ) = C(uni�1) (17)

at x = Li; (i 6= N) ( @@x � ��)(un+1=2i ) = ( @@x � ��)(un+1=2i+1 )
C is any linear operator leading to a well-posed boundary value problem. At x = 0
and x = L, we impose the boundary conditions of the initial problem. Then, we set
un+11 = un+1=21 and un+1i is obtained by solving successively, beginning by domain 2 and
ending at domain N , the following problems:
left to right sweep

L(un+1i ) = f in domain i
at x = li; (i 6= 1) C(un+1i ) = C(un+1i�1 ) (18)

at x = Li; (i 6= N) ( @@x � ��)(un+1i ) = ( @@x � ��)(un+1=2i+1 )
(at x = L we impose the boundary conditions of the initial problem).

It is important to note that we have here an interesting property.
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Result 3.1 If we solve the following problem
L(u) = f (19)

B(u) = g+ at x = 0
( @@x � ��)(u) = g� at x = L

with algorithm (17)-(18), we have convergence in one double sweep.
proof. The equations being linear we only have to prove the convergence to 0 when
f = 0 and g+ = g� = 0. It is useful to introduce the following notation: wn+1=2i =
( @@x ���)(un+1=2i ). Let u0i be the initial estimate in domain i, we will prove that u1i = 0
for any i. We �rst prove by induction that w1=2i = 0 in domain i. We begin the induction
with i = N . Indeed, we have in domain N :8>><

>>:
L(u1=2N ) = 0
C(u1=2N ) = C(u0N�1) at x = lN
( @@x � ��)(u1=2N ) = 0 at x = LN = L

Recall that @x � �� is an exact OBC. As a consequence, u1=2N may be seen as the
restriction to 
N of a function u satisfying

L(u) = 0; for lN � x � 1; y 2 R
Hence, from (14) w1=2N is equal to zero in domain N .
To complete the induction we have to prove that w1=2i = 0) w1=2i�1 = 0. Indeed, by (17)(L(u1=2i�1) = 0 in domain i� 1

at x = Li�1, ( @@x � ��)(u1=2i�1) = ( @@x � ��)(u1=2i ) = w1=2i
We have assumed that w1=2i = 0 in domain i. Hence in the same manner we have proved
that w1=2N is zero, we can prove that w1=2i�1 = 0 in domain i� 1.
We prove now by induction that u1i = 0 for any i. We begin the induction with i = 1.
Let us recall that u11 = u1=21 . We have by (17):

L(u1=21 ) = 0 in domain 1
at x = 0; B(u1=21 ) = 0
at x = L1; ( @@x � ��)(u1=21 ) = ( @@x � ��)(u1=22 ) = w1=22

We have proved that w1=22 = 0 and this shows that u1=21 = 0.
To complete the induction, we have to prove that u1i = 0 ) u1i+1 = 0. Indeed, by (18)
u1i+1 satis�es

L(u1i+1) = 0 in domain i+ 1
at x = li+1; C(u1i+1) = C(u1i ) = 0 (by assumption of induction)
at x = Li+1; ( @@x � ��)(u1i+1) = ( @@x � ��)(u1=2i+2) = w1=2i+2 = 0
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This proves that u1i+1 is equal to zero.To write algorithm (17)-(18), we have used only one of the exact OBC, namely
@x � ��. By using the other exact OBC @x � �+, we can propose an algorithm similar
to (17)-(18):

Let uni be an estimate of the solution in domain i, un+1i is computed by a double
sweep over the domains. We �rst compute un+1=2i by solving successively, beginning by
domain 1 and ending at domain N , the following problems:
left to right sweep

L(un+1=2i ) = f in domain i
at x = li; (i 6= 1) ( @@x � �+)(un+1=2i ) = ( @@x � �+)(un+1=2i�1 ) (20)

at x = Li; (i 6= N) C(un+1=2i ) = C(uni+1)
at x = 0 and x = L, we impose the boundary conditions of the initial problem. C
is any linear operator leading to a well-posed boundary value problem. Then, we set
un+1N = un+1=2N and un+1i is obtained by solving successively, beginning by domain N � 1
and ending at domain 1, the following problems:
right to left sweep

L(un+1i ) = f in domain i
at x = li; (i 6= 1) ( @@x � �+)(un+1i ) = ( @@x � �+)(un+1=2i�1 ) (21)

at x = Li; C(un+1i ) = C(un+1i+1 )
(at x = 0 we impose the boundary conditions of the initial problem).

In the same way that for algorithm (17)-(18), we may prove the
Result 3.2 If we solve the following problem

L(u) = f (22)
( @@x � �+)(u) = g+ at x = 0 (23)

B(u) = g� at x = L
with algorithm (20)-(21), we have convergence in one double sweep.
These results prove that the choice of the boundary conditions is optimal. Indeed, since
the operator L is a second order elliptic operator, the solution of (5) at any interior
point depends on the values of g+, g� and f . Convergence cannot be achieved before
each point is "informed" of the value g+, g� and f . Thus, a block Gauss-Seidel algo-
rithm cannot converge in less than one double-sweep. It should be noted that using
both exact OBC has no inuence on the convergence.
In ow oriented Gauss-Seidel methods (see [9], [10]), only sweeps in the direction of
the ow are considered. It is interesting to look at the number of iterations needed to
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achieve convergence when using the exact OBC as transmission conditions instead of
Dirichlet BC in ow oriented sweeps. When a is positive, it means that only left to
right sweeps are made. When using the exact OBC (@x � ��) to solve problem (19),
the algorithm is:
Let uni be an estimate of the solution in domain i, un+1i is computed by a sweep over the
domains. We compute un+1i by solving successively, beginning by domain 1 and ending
at domain N , the following problems:

L(un+1i ) = f in domain i
at x = li; (i 6= 1) C(un+1i ) = C(un+1i�1 ) (24)

at x = Li; (i 6= N) ( @@x � ��)(un+1i ) = ( @@x � ��)(uni+1)
at x = 0 and x = L, we impose the boundary conditions of the initial problem. Taking
f = 0 and g+ = g� = 0 and reasoning as above, it is easy to prove that (@x���)(uni ) = 0
for i � N � n + 1 and that at step N , uNi = 0 for any i. We have thus convergence in
N sweeps.
Had we taken the exact OBC (@x � �+), the solving of problem (23) by the algorithm

L(un+1i ) = f in domain i
at x = li; (i 6= 1) ( @@x � �+)(un+1i ) = ( @@x � �+)(un+1i�1 ) (25)

at x = Li; (i 6= N) C(un+1i ) = C(uni+1)
would require N sweeps also. Indeed, it is possible to prove that (@x � �+)(u1i ) is zerofor any i and thus that uni is zero for i � N � n+ 1.

When using the exact OBC, both left to right sweeps and double sweeps give rise to
convergence in a �nite number of steps with a theoretical advantage to double sweeps
over ow oriented sweeps. In fact, numerical results show that there is no signi�cant
di�erences between the two algorithms. Unfortunately, these algorithms cannot be used
for practical purposes for two reasons. The �rst one is that the boundary conditions are
non local. The second one is that for variable coe�cients a and b, the explicit form of
the exact OBC is not known. This is why we shall go into OBC involving local operators
which can be generalized to variable coe�cients.
3.3 Local Open Boundary conditions
We follow the strategy used in [4], [8]. Approximating the operators �� by local op-
erators is equivalent to approximate their symbols ��(k) by polynomials in k. Since
��(k) as functions of k have a polynomial behavior only for small wavenumbers k, it is
reasonable to consider Taylor expansions in the vicinity of k = 0. We are restricted to
at most third order approximations since for higher order approximations, the sign of
the approximations of �+ (resp. ��) is negative (resp. positive) for high wave numbers.
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The corresponding BVP would be ill-posed. We do not consider neither the approx-
imation of order three since it yields a boundary condition of order three in y. The
approximations, we shall consider, are thus,

�+0 (k) = a+qa2 + 4��t2� and ��0 (k) = a�qa2 + 4��t2� (26)
�+1 (k) = a+qa2 + 4��t2� � ik bqa2 + 4��t
and (27)
��1 (k) = a�qa2 + 4��t2� + ik bqa2 + 4��t
�+2 (k) = a+qa2 + 4��t2� � ik bqa2 + 4��t

+ �qa2 + 4��t
 
1 + b2

a2 + 4��t
!
k2

and (28)
��2 (k) = a�qa2 + 4��t2� + ik bqa2 + 4��t

� �qa2 + 4��t
 
1 + b2

a2 + 4��t
!
k2

These approximations are also valid for a small viscosity �. Nevertheless, they are
di�erent from Taylor approximations of �+ and �� with respect to � because of the
term ��t .In the physical space, the approximations of the exact OBC read as follows (with
obvious notations)

@x � �+0 = @x � a+qa2 + 4��t2� ; @x � ��0 = @x � a�qa2 + 4��t2� (29)
or

@x � �+1 = @x � a+pa2+ 4��t2� � bpa2+ 4��t @y
@x � ��1 = @x � a�pa2+ 4��t2� + bpa2+ 4��t @y

(30)
or

@x � �+2 = @x � a+pa2+ 4��t2� � bpa2+ 4��t @y + �pa2+ 4��t (1 + b2a2+ 4��t )@yy
@x � ��2 = @x � a�pa2+ 4��t2� + bpa2+ 4��t @y � �pa2+ 4��t (1 + b2a2+ 4��t )@yy

(31)

In the case of variable coe�cients, we shall use the same OBC.
It is natural to modify algorithms (17)-(18), (20)-(21), (24) or (25) by substituting
the local OBC (29), (30) or (31) for the exact OBC. Convergence in a �nite number of
steps is then lost. It is thus wiser to consider algorithms where both of the local OBC
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are used. Depending on whether double sweeps or left to right sweeps are used, we have
now two types of algorithms. We write them.

According to the order of approximation j (j =0, 1 or 2), the "double sweep"
algorithm reads
left to right sweep

L(un+1=2i ) = f in domain i
at x = li; (i 6= 1) ( @@x � �+j )(un+1=2i ) = ( @@x � �+j )(un+1=2i�1 ) (32)

at x = Li; (i 6= N) ( @@x � ��j )(un+1=2i ) = ( @@x � ��j )(uni+1)
At x = 0 and x = L, we impose the boundary conditions of the initial problem. Then,
we set un+1N = un+1=2N and un+1i is obtained by solving successively, beginning by domain
N � 1 and ending at domain 1, the following problems:
right to left sweep

L(un+1i ) = f in domain i
at x = li; (i 6= 1) ( @@x � �+j )(un+1i ) = ( @@x � �+j )(un+1=2i�1 ) (33)

at x = Li; (i 6= N) ( @@x � ��j )(un+1i ) = ( @@x � ��j )(un+1i+1 )
(at x = 0 we impose the boundary conditions of the initial problem).

The other type of algorithm is (j =0, 1 or 2):
We compute un+1i by solving successively, beginning by domain 1 and ending at domain
N , the following problems:

L(un+1i ) = f in domain i
at x = li; (i 6= 1) ( @@x � �+j )(un+1i ) = ( @@x � �+j )(un+1i�1 ) (34)
at x = Li; (i 6= N) ( @@x � ��j )(un+1i ) = ( @@x � ��j )(uni+1)

at x = 0 and x = L, we impose the boundary conditions of the initial problem.
Remark. At this point, it is clear that the same type of work can be made in a 3-D

situation. One should perform a Fourier transform w.r.t y and z and consider vertical
slabs as subdomains.

4 Convergence proofs
We have not been able to prove convergence results for the double sweep algorithm. All
the convergence results proved here concern only algorithm (34).
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For two subdomains, we explicit the convergence rate and study the inuence of the
wavenumber in the direction tangential to the boundaries of the subdomains. This case
is not very realistic since we have in mind small subdomains. However it has the ad-
vantage to show explicitely the dependance of the convergence rate on the wavenumber
and on the size of the overlap. For an arbitrary number of subdomains, we begin by
proving convergence when there is no overlap between the subdomains and then, that
the convergence is geometric when the subdomains overlap. In x 4.3, we extend some
of these results to the case of the operator with variable coe�cients.
4.1 Constant coe�cients - two subdomains
We carry out a Fourier analysis of the convergence of the method. The exact OBC are
used as boundary conditions at x = 0 and x = L. They are: ( @@x��+)(u) = g+ at x = 0
and ( @@x���)(u) = g� at x = L. The error un2 �u (resp. un1 �u) at the left (resp. right)
boundary of domain 2 (resp. 1) at step n is denoted by en2 (resp. en1 ). The convergencerate �ij(k) (j denotes the order of the approximation factorization used in (34)) in the
Fourier space is de�ned by:

ên+1i (k) = �ij(k)êni (k); n � 1
It turns out that �ij(k) is independent of the subdomain i and we thus omit the super-
script. A straight-forward computation gives

�j(k; �) = ��(k)� ��j (k)�+(k)� ��j (k)
�+(k)� �+j (k)��(k)� �+j (k) e(��(k)��+(k))� (35)

We use the fact that ��(k)+�+(k) = a=� and that the same holds for the approximations
(i.e. ��j (k) + �+j (k) = a=�) to simplify (35) as:

�j(k; �) =
 ��(k)� ��j (k)�+(k)� ��j (k)

!2
e�
pa2+ 4��t�4i�bk+4k2�2� � (36)

For any � � 0, and for small wave numbers, �j tends to zero. For large wave numbers,�j tends to 1 if � = 0, and to zero as soon as � 6= 0 (see �g. 1).
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FIGURE 1 - Convergence rate
This shows the importance of the overlap which ensures a geometric convergence of

the algorithm since we shall prove that j�j(k; 0)j < 1:
Let C be the set of complex numbers, �C = C[f1g and B0(0; 1) = fz 2 �C= jzj < 1g.

The map
f : �C �! �C

z �! �� � za� � �� � z
is one-to-one and
f�1 : �C �! �C

z �! (�� � a
2� )

1 + z
1� z +

a
2� :

Let g be the map
g : �C �! �C

z �! 1 + z
1� z :

Then, j�j(k; 0)j < 1 , f��j g � f�1(B0(0; 1)) , f��j � a2���� a2� g � g(B0(0; 1)). We have
g(B0(0; 1)) = fz 2 C=Re(z) > 0g [ f1g. From (12), (26), (27) and (28), it is easy to
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see that Re(�� � a2� ) < 0, Re(��j � a2� ) < 0 and sgn(Im(�� � a2� ) = sgn(Im(��j � a2� ).
Thus, Re(��j � a2���� a2� ) > 0.
4.2 Constant coe�cients - arbitrary number of subdomains
We consider the problem set in the strip ]0; L[�R:

8>>>>>><
>>>>>>:

L(u) = f
At x = 0, ( @@x � �+j )(u) = g+

and at x = L, ( @@x � ��j )(u) = g�
(37)

The rectangle [0; L]�R is decomposed in the union [Ni=1 �
i where 
i =]li; Li[�R with
0 � li < Li � L, li+1 = Li; 1 � i � N (non-overlapping domains) and ��;i = fLig �R,
�+;i = flig�]0; h[.The proof is based on the following energy estimate
Lemma 4.1 Let L > 0 and 
 =]0; L[�R. Let u 2 H2(
) such that u(0; :) and u(L; :)
belong to H2(R) and satisfy

L(u) = 0 in 
 (38)
Then, we have the following estimate for j =0, 1 or 2:

1
��t

s
a2 + 4�

�t
Z L
0
Z
R u2

+
s
a2 + 4�

�t
Z L
0
Z
R(

@u
@y )2 +

1
2
s
a2 + 4�

�t
Z L
0
Z
R(

@u
@x)2

+� Zx=0(
@u
@x � ��j (u))2 dy + � Zx=L(

@u
@x � �+j (u))2 dy

� � Zx=0(
@u
@x � �+j (u))2 dy + � Zx=L(

@u
@x � ��j (u))2 dy (39)

proof ( ; ) will denote the scalar product in L2(
). Let j = 0; 1 or 2. The proof is
based on the approximate factorization of L (recall that �+j + ��j = a� ):

L(u) = ��(@x � �+j ) (@x � ��j )(u) + �(�+j ��j � �+��)(u)
= ��(@x � ��j ) (@x � �+j )(u) + �(�+j ��j � �+��)(u) (40)

We multiply (40) by (@x � ��j )(u) and we integrate by parts on 
. This yields
��2 RR

h(@x � ��j )(u)2iL0 + �(�+j (@x � ��j )(u); (@x � ��j )(u))
+�((�+j ��j � �+��)(u); (@x � ��j )(u)) = 0
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Similarly, multiplying (40) by �(@x � �+j )(u) yields
�2 RR

h(@x � �+j )(u)2iL0 � �(��j (@x � �+j )(u); (@x � �+j )(u))
��((�+j ��j � �+��)(u); (@x � �+j )(u)) = 0

After the summation and the simpli�cation of these equalities, we obtain
��2

Z h(@x � ��j )(u)2
iL
0 +

�
2
Z h(@x � �+j )(u)2

iL
0 + �((�+j � ��j )(@u@x);

@u
@x)

��(�+��(u); (�+j � ��j )(u) + �((t�+j ��j � t��j �+j )(@u@x); u) = 0
The use of the relation �+j + ��j = a� simpli�es t�+j ��j � t��j �+j as a� (t�+j � �+j ). We
have thus

��2
Z h(@x � ��j )(u)2

iL
0

+�
2
Z h(@x � �+j )(u)2

iL
0 + �((�+j � ��j )(@u@x);

@u
@x)

��(�+��(u); (�+j � ��j )(u) + (a(t�+j � �+j )(@u@x); u) = 0 (41)
Since the operator �+j is positive and the operator ��j is negative, when the operator
�+j is self-adjoint, equality (41) is an energy estimate. In the general case, the only term
which remains to be estimated is (a(t�+j � �+j )(@u@x); u). Then, we shall use the explicitforms of the operators. We have to distinguish according to the value of j.

If j = 0, t�+j � �+j = 0 and �+j � ��j =
pa2+ 4��t� . Since

��+�� = 1
��t +

b
�
@
@y �

@2
@y2 ;

it is easy to see by integrating by parts in (41) that (39) holds.
If j = 1, t�+j ��+j = �2 bpa2+ 4��t @@y and �+j ���j =

pa2+ 4��t� +2 bpa2+ 4��t @@y . Integrating
by parts in (41) yields

��2
Z h(@x � ��j )(u)2

iL
0 +

�
2
Z h(@x � �+j )(u)2

iL
0 +

s
a2 + 4�

�t(
@u
@x;

@u
@x)

+
qa2 + 4��t��t (u; u) +

s
a2 + 4�

�t(
@u
@y ;

@u
@y )

+2 b2qa2 + 4��t
(@u@y ;

@u
@y ) +

2abqa2 + 4��t
(@u@x;

@u
@y ) = 0

by using � 2abpa2+ 4��t � a22pa2+ 4��t + 2b2pa2+ 4��t , it is clear that (39) holds for j = 1.
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If j = 2, t�+j ��+j = �2a bpa2+ 4��t @@y and �+j ���j =
pa2+ 4��t� +2 bpa2+ 4��t @@y� 2�pa2+ 4��t (1+b2a2+ 4��t ) @

2@y2 . Integrating by parts in (41) yields

��2
Z h(@x � ��j )(u)2

iL
0 +

�
2
Z h(@x � �+j )(u)2

iL
0 +

s
a2 + 4�

�t(
@u
@x;

@u
@x)

+ 2�2qa2 + 4��t
(1 + b2

a2 + 4��t )(
@2u
@y2 ;

@2u
@y2 )

+2 �2qa2 + 4��t
(1 + b2

a2 + 4��t )(
@2u
@x@y ;

@2u
@x@y ) +

qa2 + 4��t��t (u; u)

+(
s
a2 + 4�

�t + 2 b2qa2 + 4��t
+ 2�
�tqa2 + 4��t

(1 + b2
a2 + 4��t ))(

@u
@y ;

@u
@y )

+ 2abqa2 + 4��t
(@u@x;

@u
@y ) = 0

again, by using � 2abpa2+ 4��t � a22pa2+ 4��t + 2b2pa2+ 4��t it is clear that (39) holds.

We are now able to prove the
Theorem 4.2 When solving (37) by algorithm (34) with j =0, 1 or 2, we have conver-
gence in the sense that limn!1 k ui � uni kH1�! 0, for i = 1; . . . ; N .
The equations are linear, we can take f = 0 and g+ = g� = 0. We prove that uni tends
to zero in the H1 norm as n!1. Let us de�ne
x 2 [lm; Lm]; An;mx = Z

R[(@x���j )(unm)]2(x; y) dy and Bn;mx = Z
R[(@x��+j )(unm)]2(x; y) dy

and
En;m = Z

R
Z Lm
lm

1
��t

s
a2 + 4�

�tunm2 + 1
2
s
a2 + 4�

�t(
@unm@x )2 +

s
a2 + 4�

�t(
@unm@y )2

The energy estimates of lemma 4.1 gives:
En;m +An;mlm +Bn;mLm � An;mLm +Bn;mlm

By summing over m and using the following relations (resulting from algorithm (34))
An;mLm = An�1;m+1Lm = An�1;m+1lm+1 ; m � N � 1
Bn;mlm = Bn;m�1lm = Bn;m�1Lm�1 ; 2 � m
An;NLN = 0 and Bn;1l1 = 0
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we obtain X
m En;m +X

m An;mlm +X
m Bn;mLm �X

m An�1;mlm +X
m Bn;mLm

We set
En =X

m En;m; An =X
m An;mlm and Bn =X

m Bn;mLm
so that summing over n yields 1X

n=1 E
n � A0

This ends the proof of theorem 4.2.
We suppose now that the subdomains 
i have an overlap of size � > 0 (i.e. Li�li+1 =�, for 1 � i � N � 1). To prove the geometric convergence we need the

Lemma 4.3 Let a 2 R, b 2 C1b ([0; L]�R) and u satis�es
u
�t + a@u@x + b(x; y)@u@y � �

 @2u
@x2 +

@2u
@y2

!
= 0

in ]0; L[�R. If 1�t > 12 sup(by),the function G(x) = RR u2(x; y) dy satis�es the following estimate:
G(x) � G(0)

0
@eaL� � eax�

eaL� � 1
1
A+G(L)

 eax� � 1
eaL� � 1

!
(42)

Here b is not constant because this lemma will be useful also in the next section.
proof The proof is based on the maximum principle. Let us compute the derivatives of
G:

G0 = 2 ZR u@u@x dy and G00 = 2 ZR u@2u@x2 + (@u@x)2 dy
Hence, G�t + a2G0 � �2G00 = RR u ( u�t + a@u@x � � @2u@x2 ) dy � � RR(@u@x)2 dy= RR u (�b@u@y + � @2u@y2 ) dy � � RR(@u@x)2 dy
Integrating by parts we obtain

G( 1�t �
1
2 sup(by)) +

a
2G0 �

�
2G00 � 0 (43)

We introduce H solution of 8><
>:
aH 0 � �H 00 = 0
H(0) = G(0)
H(L) = G(L)

We have
H(x) = G(0)

0
@eaL� � eax�

eaL� � 1
1
A+G(L)

 eax� � 1
eaL� � 1

!
:
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Then, we have that G(x) � H(x). Indeed,
(G�H)( 1�t � 12 sup by) + a2(G�H)0 � �2 (G�H)00 =

� �(H( 1�t � 12 sup by) + a2H 0 � �2H 00) � 0 (44)
By maximum principle we conclude that G(x) � H(x) and lemma 4.3 is proved.
We are now able to prove the geometric convergence. The equations are linear and we
may take g+ = g� = 0 and f = 0. We have to prove the convergence to zero.
Theorem 4.4 Let a; b 2 R, �; �t > 0, g+ = g� = 0 and f = 0. The subdomains
overlap with an overlap of size � (li+1 � Li = �; 1 � i � N � 1). Then, algorithm (34)
with j =0, 1 or 2 has a geometric convergence in the following sense:
let g = ea�� �1eaL� �1 and Cn = sup0�i�N�2(PNm=1An�i;mlm ), we have for n � N � 1

Cn+N�1 � (1� gN�1)Cn
proof The estimate of theorem 4.1 gives:

En;m +An;mlm +Bn;mLm � An;mLm +Bn;mlm (45)
By de�nition of the algorithm we have,

An;mLm = An�1;m+1Lm and Bn;mlm = Bn;m�1lm (46)
Let wni;j = (@x � ��j )(unj ) and zni;j = (@x � �+j )(unj ). Since a and b are constants, wni;jand zni;j satisfy L(wni;j) = 0 and L(zni;j) = 0. Hence, we can apply lemma 4.3 to these
quantities and we obtain

An�1;m+1Lm � (1� g)An�1;m+1lm+1 + g An�1;m+1Lm+1 ; 1 � m � N � 1
Bn;m�1lm � (1� h)Bn;m�1Lm�1 + hBn;m�1lm�1 2 � m � N (47)

where h = eaL� �ea(L��)�eaL� �1 and g is as de�ned in theorem 4.4. The boundary conditions of
the initial problem give

An;NLN = 0 and Bn;1l1 = 0 (48)
As for theorem 4.2 we de�ne

En = NX
m=1E

n;m and An = NX
m=1A

n;mlm
From relations (45), (46), (47) and (48) we get the following estimate for 0 � j � N�2,

En +An + jX
i=0 h

iBn;N�iLN�i � (1� g) j+1Xi=1A
n�igi�1 + gj+1 N�1X

m=j+2A
n�2�j;m+1Lm

�hj+1 N�1�jX
m=1 Bn;mLm + hj+1 N�1�jX

m=2 Bn;m�1lm
(49)
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We prove (49) by induction starting with j = 0. We sum (45) over m and use (48) to
obtain:

En +An + NX
m=1B

n;mLm � N�1X
m=1A

n;mLm + NX
m=2B

n;mlm
By (46) we have:

En +An + NX
m=1B

n;mLm � N�1X
m=1A

n�1;m+1Lm + NX
m=2B

n;m�1lm
Relation (47) yields:
En +An + NX

m=1B
n;mLm � N�1X

m=1(1� g)An�1;m+1lm+1 + gAn�1;m+1Lm+1 + NX
m=2(1� h)Bn;m�1Lm�1 + hBn;m�1lm�1

After simpli�cation and use of (48) we have,
En +An +Bn;NLN � (1� g)An�1 + g N�1X

m=2A
n�1;mLm � hN�1X

m=1B
n;mLm + hN�1X

m=2B
n;mlm

By (46) we obtain the desired estimate,
En +An +Bn;NLN � (1� g)An�1 + g N�1X

m=2A
n�2;m+1Lm � hN�1X

m=1B
n;mLm + hN�1X

m=2B
n;m�1lm

We suppose now that (49) holds for some j. We prove that (49) holds for j+1. We use
(47) in (49) to obtain
En +An + jX

i=0 h
iBn;N�iLN�i � (1� g) j+1Xi=1A

n�igi�1 + gj+1 N�1X
m=j+2(1� g)An�2�j;m+1lm+1 + gAn�2�j;m+1Lm+1

�hj+1 N�1�jX
m=1 Bn;mLm + hj+1 N�1�jX

m=2 (1� h)Bn;m�1Lm�1 + hBn;m�1lm�1
After simpli�cation and use of (48) we obtain:

En +An + jX
i=0 h

iBn;N�iLN�i � (1� g) j+2Xi=1A
n�igi�1 + gj+2 N�1X

m=j+3A
n�2�j;mLm

�hj+1Bn;N�1�jLN�1�j � hj+2 N�2�jX
m=1 Bn;mLm + hj+2 N�2�jX

m=2 Bn;mlm
By using (46), we have:

En +An + j+1X
i=0 h

iBn;N�iLN�i � (1� g) j+2Xi=1A
n�igi�1 + gj+2 N�1X

m=j+3A
n�3�j;m+1Lm

�hj+2 N�2�jX
m=1 Bn;mLm + hj+2 N�2�jX

m=2 Bn;m�1lm
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which is (49) for j + 1.
proof of geometric convergence
We make j = N � 2 in (49) to obtain:

En +An + N�1X
i=0 h

iBn;N�iLN�i � (1� g)N�1X
i=1 A

n�igi�1 (50)
From this relation we shall prove the geometric convergence of the algorithm. Let us
de�ne Cn = sup0�i�N�2An�i. We �rst prove that for n � N � 1, Cn � Cn�1. Indeed,
estimate (50) yields: An � (1� g)PN�1i=1 gi�1 Cn�1

� (1� gN�1) Cn�1 � Cn�1
and thus Cn � Cn�1, since we have obviously An�i � Cn�1 for 1 � i � N � 1.
Next we prove that

Cn�1+�(N�1) � (1� gN�1)�Cn�1
Indeed, from (50) we have for j � 0,

An+j � (1� gN�1) Cn�1+j � (1� gN�1) Cn�1
Thus,

Cn+N�2 � (1� gN�1)Cn�1
Finally,

Cn�1+�(N�1) � (1� gN�1)Cn�1+(��1)(N�1) � (1� gN�1)�Cn�1

4.3 Variable Coe�cients
We consider in this section only the case where the approximations of order zero are
used. We shall prove the convergence when there is no overlap and the geometric
convergence in the case where a is a constant and b depends only on y. The proofs are
based on the analogue to estimate (39):
Lemma 4.5 Let L > 0 and 
 =]0; L[�R. Let a; b 2 C1b (�
) and u 2 H2(
) satisfy

L(u) = 0 in 
 (51)
Then, we have the following estimate:

R R u2 ( 1�t � 12div(a; b)) + �(@u@x)2 + �(@u@y )2
+ Rx=L �22pa2+ 4��t (@u@x �

a+pa2+ 4��t2� u)2 + Rx=0 �22pa2+ 4��t (@u@x �
a�pa2+ 4��t2� u)2 = (52)

Rx=0 �22pa2+ 4��t (@u@x �
a+pa2+ 4��t2� u)2 + Rx=L �22pa2+ 4��t (@u@x �

a�pa2+ 4��t2� u)2
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proof. Multiplying L(u) = 0 by
u = �qa2 + 4��t

((@x � ��0 )(u)� (@x � �+0 )(u))

(cf. lemma 4.1) and integrating by parts over 
 yields,
R R u2 ( 1�t � 12div(a; b)) + �(@u@x)2 + �(@u@y )2

+ R1�1
ha2u2(:; y)� �u@u@x

iL
0 dy = 0

The boundary term can be rewritten in the form:
"a
2u2(:; y)� �u@u@x

#L
0 =

2
4 �2
2qa2 + 4��t

0
@(@u@x �

a+qa2 + 4��t2� u)2 � (@u@x �
a�qa2 + 4��t2� u)2

1
A
3
5
L

0
Lemma 4.5 enables to prove the

Theorem 4.6 Let a; b 2 C1b (�
), if the following condition is satis�ed:
i) 1�t > 12 sup div(a; b),the algorithm (34) with j = 0 converges in the sense that
limn!1 k ui � uni kH1�! 0, for i = 1; . . . ; N .
The proof is similar to the proof of theorem 4.2 and is not written here.

We suppose now that the subdomains 
i have an overlap of size � > 0 (i.e. Li�li+1 =�, for 1 � i � N � 1).
Theorem 4.7 Let a 2 R, b = b(y) 2 C1b (R), �; �t > 0, g+ = g� = 0 and f = 0.
The subdomains overlap with an overlap of size � (li+1 � Li = �; 1 � i � N � 1). If1�t > 12@y(b), algorithm (34) with j =0 has a geometric convergence in the following
sense: Let g = ea�� �1eaL� �1 and Cn = sup0�i�N�2(PNm=1An�i;mlm ), we have for n � N � 1

Cn+N�1 � (1� gN�1)Cn

proof The operators L and @x � a�pa2+ 4��t� commute and it is thus possible to apply
lemma 4.3 to the quantities (@x � a�pa2+ 4��t� )(u). We have the same inequalites than
in equation (45). Together with (52) this enables to prove the theorem with the same
proof than for theorem 4.4.

5 Implementation and Numerical Results
For the numerical implementation of algorithms (32)-(33) or (34) it is possible to dis-
cretize independently the operator L and the boundary conditions (29), (30) and (31).
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The method was designed and studied at the continuous level. It is thus natural to
estimate that the conclusions derived for continuous equations should remain valid for
any consistent discretization. This is sensible as long as the mesh sizes �x and �y
are small enough. Nevertheless, for a given computation, it is possible to optimize
the discretization of the boundary conditions by taking into account the �nite value of
the mesh size. For instance, in our computations, the operator L was discretized by a
standard upwind �nite di�erence scheme. To �nd the discret equivalent of operators
(@x � ��0;1or2), we follow the same strategy than in [5]. To ease the computations, we
take b = 0, a = Ct, a uniform grid and we introduce some notations:
Let U = (ui;j) be the matrix of the unknowns. We consider the following di�erence
operators:

(D+x U)i;j = ui+1;j � ui;j
�x ; (D�x U)i;j = ui;j � ui�1;j

�x
and similar de�nitions for D+y and D�y . The discretization of L by the upwind scheme
is thus

Ldis = 1
�t + aD�x � �D+xD�x � �D+y D�y

First, we seek the discrete analogue to (@x���). Suppose we have discretized the right
half plane and we want to �nd U = (ui;j)� i � 0

j 2 Z
� such that

Ldis(U) = 0; i � 0; j 2 Z (53)
u0;j = u0j ; j 2 Z and ui;j is bounded as i!1 (54)

for some given vector U 0 = (u0j)j2Z. The operator (@x � ��) is used as a boundary
condition on the right of a subdomain. It is thus natural to discretize @x by the operatorD�x . The analogue to the operator �� is thus the discret operator ��dis:

(u0j)j2Z �! (D�x U)i=0;j2Z
To solve (53) we separate variables. We write

u0j =X
k û0keIj�xk

where I is the square root of -1. The solution is sought in the form
ui;j = X

k2Z�k eIkj�y ez(k)i�x

By inserting this expression in (53), we get the dispersion relation:
1
�t + a1� e�z�x

�x � � ez�x � 2 + e�z�x
�x2 � � eIk�y � 2 + e�Ik�y

�y2 (55)
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For a given k, it may be put in the form of a second order equation in e�z�x. By analogy
to the continuous case, we must have two solutions z+ and z� with Re(z+) � 0 and
Re(z�) � 0. The solution of (53) is thus:

ui;j = X
k2Z û

0k eIkj�y ez�(k)i�x

and
��dis(U 0) = (D�x U)i=0;j2Z = X

k2Z û
0k eIkj�y 1� e�z�(k)�x

�x
The symbol of ��dis is thus

��dis = 1� e�z�(k)�x
�x

By equation (55), ��dis satis�es
1
�t + a��dis � ���x�

�dis � 1 + 11��x��dis�x2 + �h
where h = eIk�y�2+e�Ik�y�y2 . Thus, we get

��dis = a� �x�t � �h�x�q(a+ �x�t + �h�x)2 + 4�2h+ 4��t2(� + a�x)
As in the continuous case, the �nite di�erence operator ��dis is not local. To obtain localapproximations, we approximate its symbol with respect to h. At order zero we have,

��dis ' ��dis;0 = a� �x�t �
q(a+ �x�t )2 + 4��t2(� + a�x)

and at order 1 with respect to h (i.e. order 2 with respect to k),

��dis;2 =
a� �x�t � �h�x�q(a+ �x�t )2 + 4��t

 
1 + a��xh+ ��x2h�t +2�2h(a+�x�t )2+ 4��t

!

2(� + a�x)
The discret analogous to (@x � ��0 ) is thus

D�x � a� �x�t �
q(a+ �x�t )2 + 4��t2(� + a�x) (56)

and the analogue to the operator (@x � ��2 ) is

D�x�a�
�x�t �

q(a+ �x�t )2 + 4��t2(� + a�x) ��
0
@ �x
2(� + a�x) +

a�x+ �x2�t + 2�
2(� + a�x)q(a+ �x�t )2 + 4��t

1
AD+y D�y

(57)
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The same work can be done to �nd the analogue to (@x � �+0 or 2).A direct discretization of (@x � ��0 or 2) would consist in making �x = 0 in (56) or
(57), i.e. for (@x � ��0 )

D�x � a�qa2 + 4��t2� (58)
and for (@x � ��2 )

D�x � a�qa2 + 4��t2� � �qa2 + 4��t
D+y D�y (59)

We compared the use of (58) or (59) and of (56) or (57). For some set of parameters,
we observed that the convergence was twice as fast with (56) or (57) as with (58) or
(59). Of course, for �x small it does not make change. Boundary conditions (56) or
(57) have always led to more e�cient algorithms and have been used in the sequel.

In order to illustrate the validity of the method, a 2-D test problem has been per-
formed. The convection-di�usion equation (5) was discretized in space by a standard
�nite di�erence upwind scheme. Double precision arithmetic was used. The computa-
tional domain is the unit square. On the left and on the bottom boundaries, we used
Dirichlet boundary conditions.

FIGURE 2 - Computational domain
On the other boundaries, homogeneous Neumann boundary conditions were im-

posed. In addition to the 6 algorithms (6=2 (one sweep/double sweep) � 3(OBC of
order 0,1 or 2)), we also considered other algorithms. They are obtained simply by using
other boundary conditions on the boundaries of the subdomains. We considered two
other possibilities: �rstly, the use of Dirichlet boundary conditions and secondly, the
use of "characteristic" boundary conditions. In the �rst case, the method is a standard
Block Gauss-Seidel algorithm. In the second case, we use at inow a Dirichlet BC and
at outow the boundary operator 1�t + a@x + b@y. These BC may be used in a double-
sweep or a one sweep (in the direction of positive x) algorithm. We have thus four more
algorithms. The ten di�erent algorithms will be denoted as indicated in the following
table:
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npb

nrec=3

domain  i+1

domain  i

Boundary Cond. one sweep double sweep
OBC of order 0 mobc0os mobc0ds
OBC of order 1 mobc1os mobc1ds
OBC of order 2 mobc2os mobc2ds
Dir/Dir mddos mddds
Dir/Char mdcos mdcdsTable 2: abbreviated names of the algorithms

The width of a subdomain is denoted npb. The size of the overlap in terms of mesh
size is denoted by nrec (see �g. 3). The non overlapping case (nrec = 0) could not be
considered here since the discretization of the normal derivatives in x have to be done
on the same grid points to have an algorithm consistent with our discretization of (5).

FIGURE 3 - Grid
In order to avoid di�culties in the choice of a stopping criterion, the following

method was adopted. We �rst compute the solution of the problem with a boundary
layer (see �gure 2). This solution is then used as an initial guess for the solving of the
homogeneous equation (whose solution is zero) by the various algorithms. The solution
is considered to be close enough to zero when the maximum value of the solution is
lower than 10�5. Since the equations are linear, it is equivalent to the solving of the
non homogeneous problem with zero everywhere as initial guess.

In tables 3, 4 and 5 we have indicated for di�erent velocity �elds (a; b) the number
of sweeps. In order to have a fair comparison, the number of sweeps is reported in
the tables (i.e. one double sweep counts for two sweeps). The term div means that
divergence has occured. A number between brackets means that the convergence was
very slow and this number is the maximum value of the solution when the algorithm was
stopped. We limited the number of sweeps to 600 (i.e. 300 iterations of the algorithm)
for double sweeps methods and to 300 for one-sweep methods.
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In all these computations (except for table 4) we took �xed geometric parameters:
nx = 80, ny = 30, npb = 10, nrec = 2

� = 10�1 � = 10�2 � = 10�3 � = 10�4
mobc2ds 22 6 2 2
mobc1ds 24 6 2 2
mobc0ds 56 12 4 2
mdcds 36 8 2 2
mddds 178 22 8 4
mobc2os 15 2 1 1
mobc1os 19 3 1 1
mobc0os 32 4 2 1
mdcos 32 4 1 2
mddos 144 16 4 2

Table 3: Number of sweeps vs. viscosity (a = y and b = 1:), �t = 2:1010
nx = 80 nx = 160 nx = 240 nx = 320 nx = 400

mobc2ds 2 2 2 4 4
mobc1ds 4 4 6 6 6
mobc0ds 4 4 6 6 6
mdcds 4 4 6 8 8
mddds 3 10 14 24 28
mobc2os 1 1 1 1 1
mobc1os 2 3 4 4 6
mobc0os 2 3 4 4 6
mdcos 3 5 6 8 8
mddos 6 33 38 116 108

Table 4: Number of sweeps vs. nx (a = 1 and b = 0, � = 0:01), �t = 2:1010
� = 100 � = 10�1 � = 10�2 � = 10�3

mobc2ds 92 18 2 2
mobc1ds 214 34 4 2
mobc0ds 214 34 4 2
mdcds div div 10 4
mddds 600 (10�4) 600 (10�3) 248 4
mobc2os 103 34 15 2
mobc1os 210 52 20 4
mobc0os 210 52 20 4
mdcos div 89 56 4
mddos 300(10�2) 300(10�2) 300(0.16) 300(10�2)

Table 5: Number of sweeps vs. viscosity (a = 10� (x� 13)(x� 23) and b = 0),
�t = 2:1010

From these reults, it appears (as expected from table 1) that the use of Dirichlet bound-
ary conditions leads to very slow convergence rates when the Reynolds mesh number
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� is lower than 1 (cf. also [10]). This is cleraly demonstrated by table 4 where only

nx ( and thus �x) is changed. The use of characteristic outow boundary conditions
leads sometimes to fast convergence but also to divergence. This choice of transmission
conditions is thus not safe. The use of the OBC leads to faster algorithms. From table 1,
one sees that higher order OBC lead to more e�ecient algorithms. Table 4 shows that
the number of sweeps is very stable with respect to the mesh size in the x direction.
When there is no reverse ow, one sweep algorithms are slightly superior to double
sweeps algorithms. But, in presence of reverse ow (table 5), double sweeps algorithms
are far superior to one sweep algorithms. It seems thus preferable to use double sweeps
algorithms since they do not need any a priori knowledge of the velocity �eld.

FIGURE 4 - Convergence rate, (a = y and b = 0), � = 10�2, �t = 2:1010

6 CONCLUSION
We have considered block Gauss-Seidel algorithms as domain decomposition methods.
It is then interesting to compare the use of various boundary conditions as transmission
conditions. From the theoretical and numerical results, it appears that the use of
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open boundary conditions leads to faster convergence rates than the use of Dirichlet
boundary conditions (which corresponds to the classical block Gauss-Seidel method).
The improvement is signi�cant for low Reynolds mesh numbers.
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